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ABSTRACT 
In this study, we explored the network structure of intolerance of uncertainty (IU) 
using a community sample. We tested the interplay of emotions, behaviors, and 
beliefs about uncertainty (as measured by the Serbian Intolerance of Uncertainty-11 
Scale) and evaluated whether our results would align with those obtained by the 
Italian researchers, considering the use of somewhat different versions of the scale 
in somewhat different cultural settings. The walktrap community detection 
algorithm yielded two communities referring to 1) Inhibitory anxiety and 2) 
Prospective anxiety. Thus, our findings suggest that IU can be decomposed into 
these two aspects regardless of which approach is used – network approach or 
factor analysis. The three most central nodes referred to perceiving uncertainty as 
upsetting and intolerable and believing one must avoid all the uncertainty. Two 
central nodes belonged to the Prospective anxiety community, and the third one 
belonged to the Inhibitory anxiety community and indicated reduced overall quality 
of life due to uncertainty. The roles of these three constituents in understanding the 
nature of IU are discussed further in the paper.  
Keywords: intolerance of uncertainty, intolerance of uncertainty scale, network 
analysis, community detection, vulnerability, anxiety 
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 Introduction 

Intolerance of uncertainty (IU) is a trait-like risk factor for mood and 
anxiety disorders (Carleton, 2016). With a growing number of studies focused on 
understanding the nature of IU, the definition of the construct has evolved. 
According to the most recent definition, IU represents “an individual’s 
dispositional incapacity to endure the aversive response triggered by the 
perceived absence of the salient key, or sufficient information, and sustained by 
the associated perception of uncertainty” (Carleton, 2016, p. 31). The origin of IU 
can be traced back to the time when a Canadian research group proposed that 
IU is an important concept for understanding uncontrollable worry and 
generalized anxiety disorder (GAD; Dugas et al., 1998; Freeston et al., 1994). This 
idea led to the development of the 27-item Intolerance of Uncertainty Scale 
(IUS) which was supposed to measure „cognitive, emotional and behavioral 
reactions to uncertainty in everyday life situations“ (Freeston et al., 1994, p. 792). 
However, later studies implicated that IU is not only related to GAD but instead, 
that it is a transdiagnostic factor in nature. Although the definition of IU has 
been elusive, researchers have kept the IUS as a measure of IU, and all 
definitions/conceptual understanding of the construct rely on study findings 
that included the IUS and its consecutive, shorter version, the IUS-12.  
           Even though the IUS has been in use for quite a long time, factor analytical 
studies revealed its unstable latent structure. According to Birrell et al.'s review 
(2011), the latent structure of the IUS varied between two factors (i.e., Bottesi et 
al., 2015; Sexton & Dugas, 2009), four factors (Berenbaum et al., 2008; Buhr & 
Dugas, 2002; Norton, 2005), and five factors (Freeston et al., 1994). However, 
Birrell and colleagues (2011) concluded that two factors overlapped across these 
studies. In other words, regardless of the total number of extracted factors, the 
two factors seemed to replicate – one that can be described as a desire for 
predictability and the other capturing an inability to act when faced with 
uncertainty. Carleton and colleagues (Carleton et al., 2007) also recognized 
psychometric flaws of the IUS, which led to a refinement of the scale and 
development of the IUS-12. The IUS-12 still stands as a gold standard for 
measuring IU (McEvoy et al., 2019), has two factors named prospective IU and 
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inhibitory IU (Bottesi et al., 2015; Carleton et al., 2007; Helsen et al., 2013; 
Kretzman & Gauer, 2020), and has been translated into several languages (e.g., 
Serbian, Italian, Brazilian Portuguese, Greek, Dutch). Prospective IU reflects a 
tendency towards proactive information-seeking with the aim of reducing 
uncertainty. However, this can easily turn into seeking excessive amounts of 
information before being able to make a decision in an ambiguous situation. At 
the same time, the prospective IU is also likely to manifest itself in impulsive 
decision-making (Sankar et al., 2017). Inhibitory IU manifests as “uncertainty 
paralysis” (Berenbaum et al., 2008) or the inability to act in uncertain situations. 
Given that some people perceive the uncertainty as threatening, the inhibitory 
IU seems to reflect a physiological “freeze” response (Birrell et al., 2011; Mihić et 
al., 2015). Based on the definitions of the two factors, one can also understand 
prospective IU as a dysfunctional approach coping strategy and inhibitory IU as 
an avoidance coping strategy in uncertain situations (Birrell et al., 2011). A recent 
meta-analysis supported this idea by showing that the IU was related to 
different aspects of emotion dysregulation (Sahib et al., 2023).  
 McEvoy and Mahoney’s study findings (2011) supported the two factors 
by showing that prospective IU partially mediated the relationship between 
neuroticism and symptoms of GAD and obsessive-compulsive disorder, while 
inhibitory IU significantly mediated the relationship between neuroticism and 
symptoms of social anxiety, panic disorder, and depression. In addition, Carleton 
and colleagues (2010) have also found that inhibitory IU is uniquely related to 
the symptoms of social anxiety. However, creating the IUS-12 has not solved all 
conceptual problems of IU. Several recent studies gave support for a bifactor 
model of the IUS-12, with a general IU factor explaining most of the shared item 
variance and indicating that perhaps we should consider using the total IUS-12 
score only (Hale et al., 2016; Hernández-Posadas et al., 2023; Lauriola et al., 2016; 
Saulnier et al., 2019; Shihata et al., 2018). Yet, one should be aware that bifactor 
models tend to overfit (or better fit) data compared with models with 
correlated factors even when the bifactor model does not reflect the true latent 
structure (Eid et al., 2018; Watts et al., 2019). In conclusion, one should bear in 
mind the shortcomings of different models when making conclusions about the 
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nature of the IU and consider different approaches in addition to the factor 
analytical perspective to further validate the structure of IU.  
 Another way to address the nature of IU is by using the network 
approach. In the latent variable framework, a shared variance of observed 
variables is assumed to reflect a latent construct, whereas in the network 
framework, it is assumed to reflect a causal network. In other words, according 
to the network approach, items do not cluster together because they are all 
indicators of the same latent factor (i.e., IU). Instead, the construct (i.e., IU) is 
assumed to emerge from a dynamic interplay of beliefs, emotions, and 
behaviors that these items are describing (Borsboom & Cramer, 2013). For 
example, in an ambiguous situation, a person can believe that the uncertainty is 
unbearable, which can trigger an aversive emotional response that can further 
cause a behavioral tendency to collect information to reduce the uncertainty. 
This interconnectedness of cognition, emotion, and behavior forms a network 
representing the IU itself. Thus, the latent variables and network framework 
propose contrasting data-generating mechanisms, which lead to different 
substantive interpretations of the statistical models. However, it is worth noting 
that these divergent hypothesized causal processes do not necessarily translate 
into different statistical data structures (van Bork et al., 2021). Network analysis 
can be used to test the overall network structure, providing information on how 
the items are related to one another. Additionally, it can provide insights into 
the importance of different items (i.e., nodes) within the network, a feature 
often referred to as node centrality (Boccaletti et al., 2006). The most central 
item (i.e., node), when estimated using the strength centrality index, is the one 
that is most connected to all other items in the network. In a practical sense, a 
belief, emotion, or behavior that is central to the network may represent a 
reasonable treatment target (e.g., Borsboom & Cramer, 2013; Fried et al., 2016). It 
is assumed that by focusing on what is central in the network we can destabilize 
the network and substantially reduce the IU.  
 Thus, the network approach not only offers an opportunity to 
understand the nature of a construct, but also might have very important 
practical implications. In addition to centrality, network analysis enables us to 
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detect groups of nodes (i.e., communities) that are more densely connected to 
each other than to the rest of the elements within the network (Fortunato, 
2010).  By telling us which nodes tend to cluster together, the community 
detection algorithms within network analysis provide additional insights into 
the structure of the construct of interest, and can even serve as a psychometric 
tool for determining the number of dimensions of a psychological instrument 
(Golino & Epskamp, 2017).  
 An Italian group of researchers was the first to rely on the network 
approach while trying to provide new insights into the nature of IU by exploring 
the internal structure of the Intolerance of Uncertainty Scale-Revised (IUS-R; 
Bottesi et al., 2020). The IUS-R is an Italian translation of the IUS-12 but with 
slightly modified language to make the items more understandable for the 
adolescent population. They used a sample of undergraduates and a sample of 
older participants from the community to test two networks. Bottesi and 
colleagues (2020) found that there were no differences in network structures in 
these two samples. Also, they found that the irrational belief that one cannot 
stand unpredictable outcomes and the belief that things should be organized in 
advance were the most central nodes in both samples, leading them to assume 
that those are the two essential components for the development of 
dysfunctional levels of IU (Bottesi et al., 2020). They also detected three 
communities (in both samples) labeled: negative beliefs about uncertainty, 
behavioral reactions to uncertainty, and emotional reactions to uncertainty 
(Bottesi et al., 2020). The detected communities seem to reflect one of the first 
definitions of IU, such as the one proposed by Freeston and colleagues (1994).  
 In the current study, we aimed to replicate study findings presented by 
Bottesi and colleagues (2020) using a general community sample. Specifically, 
we aimed to explore the structure of IU from the network perspective, using 
the Serbian IUS-11 (Mihić et al., 2014) and following, to a certain extent, the 
procedure applied by Bottesi and colleagues (2020). This seems to be important 
especially because the Serbian IUS-11 differs in three items from the IUS-12 
(Carleton et al., 2007) and IUS-R (Bottesi et al., 2019, 2023). Precisely, item #11 (A 
small unforeseen event can spoil everything, even with the best of planning.), 
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item #18 (I always want to know what the future has in store for me.), and item 
#21 (I should be able to organize everything in advance.) are not part of IUS-11 
but can be found in IUS-12. Also, IUS-11 contains items #3 (Uncertainty makes my 
life intolerable.) and #5 (My mind can't be relaxed if I don't know what will 
happen tomorrow.) from IUS-27 that are not part of IUS-12. Despite the 
differences, IUS-11 consists of two factors, prospective IU and inhibitory IU, and 
seems to be an equivalent measure of the IUS-12 in the Serbian language 
context (Mihić et al., 2014; Volarov et al., 2021). Thus, it is reasonable to expect 
that the network structure of the IUS-11 will resemble the network structure of 
the IUS-R (Bottesi et al., 2020). The current study could advance the existing 
knowledge about the nature of IU by replicating a network structure of the 
construct in a different cultural setting using a slightly different measure from 
the original study. Finally, it is important to mention that we explored network 
structure using the entire sample, while the Italian group of authors split their 
sample into a subsample of undergraduates and a subsample of people from 
the community (Bottesi et al., 2020). Our decision was based on the results from 
the Italian study in which the authors did not find any differences between the 
two tested networks (Bottesi et al., 2020). 

Method 

Sample and Procedure 

The sample consisted of 3096 participants from the general population 
(Mage= 26.81, SD = 7.87, 66.2% women). Data were collected in January 2021 
within the project that examined mental health during the COVID-19 pandemic. 
Sixty percent of participants had higher education, 39.5% had a high school 
degree, and 0.5% had elementary education. In terms of employment, 35.8% of 
study participants had fixed-term employment, 15.8% had permanent contracts, 
13.2% were unemployed, 34.9% were students, and 0.2% were retired. Eighty-
two percent of participants reported they did not seek help in the past (before 
the pandemic) from a mental health professional. The survey link was shared via 
social network sites (i.e., Facebook and Instagram). The only inclusion criterion 
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was that participants are +18 years old. All participants answered survey 
questions voluntarily without receiving any compensation for their 
participation. The study was approved by the institutional review board at the 
Faculty of Philosophy, University of Novi Sad, Serbia. 

Instruments 

Intolerance of Uncertainty Scale – 11 (IUS-11) 

Intolerance of Uncertainty Scale – 11 (IUS-11; Mihić et al., 2014) is a Serbian 
version of the instrument used for measuring IU. The IUS-11 consists of eleven 
items with a 5-point response choice and has excellent reliability (α = .93). 

Data Analytic Plan  

Network estimation 

For network estimation, bootnet (Epskamp et al., 2018, version 1.5) and 
qgraph (Epskamp et al., 2012, version 1.9.2) R-packages were used. The network 
structure was estimated using the ggmModselect algorithm. The 
ggmModSelect is an iterative method that selects an optimal unregularized 
Gaussian graphical model (GGM; Lauritzen, 1996) by minimizing the Bayesian 
Information Criterion (for more details on ggmModSelect, see: 
http://psychosystems.org/qgraph_1.5). We opted for an unregularized estimator 
as regularization was deemed unnecessary and may even lead to increased 
estimation errors when the sample size is large compared to the number of 
nodes (for details, see Isvoranu & Epskamp, 2021; Williams & Rast, 2020). 
Spearman correlations were specified as a correlation method when estimating 
the network structure because the data did not meet the assumption of 
multivariate normality (a table with descriptive statistics of the IUS-11 items, 
such as M, SD, skewness, and kurtosis is in Supplement A). Thus, the nodes in 
the resulting network represent the items of IUS-11, while the edges represent 
partial (Spearman) correlations between pairs of nodes (Epskamp et al., 2018). 
The network was visualized using the Fruchterman–Reingold algorithm 
(Fruchterman & Reingold, 1991), which places nodes with the strongest (or most) 
connections into the center of the graph. 
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Centrality and predictability indices 

To assess the importance of each node for the network, strength 
centrality indices were computed. Strength indices show how well each node is 
directly connected to all other nodes within the network (Epskamp et al., 2018) 
and were shown to be highly replicable (e.g., Isvoranu & Epskamp, 2021). In 
addition to centrality, predictability indices were computed. Predictability in the 
form of R2 quantifies how well each node is predicted by all its neighboring 
nodes (Haslbeck & Waldorp, 2018), and is computed using the R-package qgraph. 

Accuracy and stability 

Accuracy and stability were assessed in order to assess the replicability 
and robustness of the estimated network, as recommended by Borsboom (2018; 
2021). For this purpose, the R-package bootnet (Epskamp et al., 2018, version 1.5) 
was used (for more details on methods for assessing accuracy and stability, see 
Epskamp & Fried, 2018). 

Community detection 

To detect communities within the network, meaning groups of nodes 
with strong internal links and weaker links with other communities (Fortunato, 
2010), spinglass and walktrap, from the igraph package (Cs´ardi & Nepusz, 2006, 
version 1.2.6) in R were used. We also used a bootstrapped version of the method 
(Exploratory Graph Analysis – EGA from the EGAnet package, version 2.0.5; 
Golino & Christensen, 2024) to assess the stability of solutions obtained by 
spinglass and walktrap. Namely, we calculated community (dimension) stability 
(i.e., a proportion of bootstrapped samples in which communities exactly 
replicate) and node (item) stability statistics (i.e., a proportion of bootstrapped 
samples in which item replicates as a part of specific communities; Golino et al., 
2022). Finally, we compared different communities-related solutions by 
calculating the total entropy fit index (TEFI; Golino et al., 2021). Community 
detection provided us with the opportunity to gain insight into how the IUS 
network is structured. 
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Results 

Network estimation and local network properties 

In the first step, unregularized partial correlation networks were 
constructed (Figure 1). The network had a density of .618 (34/55 edges), with a 
mean weight of 0.092. As shown by the network visualization, most edges were 
positive (indicated by blue lines), and only one was negative (indicated by a red 
line). The connections between the nodes were of variable strength, as shown 
by the variability in lines’ thickness and saturation (the greater the magnitude of 
strength, the thicker and more saturated the line).  
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Figure 1 

Network of unregularized partial correlations between nodes (items) of the IUS-11 

 

 

 

 

 

 

 

 

Inhibitory Anxiety Prospective Anxiety 

• IUS1: Uncertainty makes life 
intolerable 

• IUS6: My mind can't be relaxed if I 
don't know what will happen 
tomorrow. 

• IUS2: Uncertainty keeps me from 
living a full life. 

• IUS7: Unforeseen events upset me 
greatly. 

• IUS3: When it’s time to act, 
uncertainty paralyzes me. 

• IUS8: It frustrates me not having all 
the information I need. 

• IUS4: When I am uncertain, I can’t 
function very well. 

• IUS9: One should always look ahead 
so as to avoid surprises. 

• IUS5: The smallest doubt can stop 
me from acting. 

● IUS10: I can't stand being taken by 
surprise. 

 ● IUS11: I must get away from all 
uncertain situations. 
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Centrality and predictability  

Figure 2 shows the centrality indices for the IUS network. Items #7 
(Unforeseen events upset me greatly), #1 (Uncertainty makes life intolerable), 
and #11 (I must get away from all uncertain situations) seemingly showed the 
greatest strength, meaning the strongest direct links with all other nodes. Items 
#2 (Uncertainty keeps me from living a full life), #9 (One should always look 
ahead to avoid surprises), #10 (I can’t stand being taken by surprise), and #8 (It 
frustrates me not having all the information I need), on the other hand, seemed 
to be the least strong, respectively.  

Figure 2 

Strength Indices (Standardized z-scores) 

 
The predictability indices ranged from .480 to .676 (for details, see 

Supplement B), with average network predictability being estimated at .588 
(SD = .070). In other words, on average, 58.8% of a node's variance is explained 
by its direct neighbors in the network. 
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Accuracy and stability 

The correlation stability coefficient, used for quantifying the stability of 
strength indices, was judged as excellent (CSstrength = 0.75). In other words, the 
order of nodes would remain similar even if we dropped 75% of our sample (for 
details about the CS coefficient, see Epskamp et al., 2018). Thus, the strength 
ranking values can be interpreted with confidence. 

Bootstrapped confidence intervals (Figure 1, Supplement C), computed 
to assess the edge-weight accuracy, were relatively wide, suggesting that many 
edges do not differ from one another. However, the difference test showed that 
even though most edges did not differ from one another, some edges were still 
statistically stronger than others. Specifically, edges #1-#2 (Uncertainty makes 
life intolerable - Uncertainty keeps me from living a full life), #3-#4 (When it’s 
time to act, uncertainty paralyzes me - When I am uncertain, I can’t function very 
well), and #10-#11(I can’t stand being taken by surprise - I must get away from 
all uncertain situations) were identified as statistically stronger than all other 
edges (for details, see Figure 2, Supplement C).  

The nonparametric bootstrapped difference-test in the R package 
bootnet, using the differenceTest function, revealed that items #7, #1, and #11 
(previously mentioned as seemingly having the greatest strength) do not 
significantly differ from one another in terms of strength. These three items are 
not different from items #3 and #4 either. On the other hand, nodes #2, #8, #9, 
and #10 were significantly less strong than all other nodes (for node difference 
test, see Figure 3, Supplement C).  

Community detection 

To test whether separate communities could be identified within the 
network, we first used the spinglass algorithm. As the spinglass algorithm does 
not necessarily produce identical solutions every time it is run, we run it 1001 
times (for details, see Fried, 2016). We then computed the proportion of 
different solutions and the median number of communities. Our initial idea was 
to set a seed (using a set.seed() function) that reproduces the median number 
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of communities before running spinglass and to report the obtained final 
solution.  

Out of 1001 spinglass re-runs, two communities were identified 21 times 
(2.09%), three communities 500 times (49.95%), and four communities 480 times 
(47.95%). Of note, not all three-community solutions and four-community 
solutions were identical. Namely, the most frequent three-community solution 
emerged 475/500 times, while the most frequent four-community solution 
emerged 313/480 times. Bootstrap EGA with a spinglass algorithm for 
community detection provided the same results: two communities emerged in 
7.9% of re-runs, three communities in 45.82%, and four communities 46.28% 
with three communities being a median solution. The first community comprised 
items #1 and #2, which both seem to capture decreased quality of life due to 
uncertainty. The second community consisted of items #3, #4, and #5, which 
all seem to capture acute behavioral inhibition due to uncertainty. The third 
community comprised items #6, #7, #8, #9, #10, #11, capturing prospective 
anxiety. The stabilities of these three communities was as follows: .84, .99, and 
.42. The average stabilities of nodes was .84, .99, and 78, respectively.  

As the solutions obtained using the spinglass algorithm were not 
entirely consistent, communities were also assessed via walktrap, a more 
deterministic algorithm (Fried, 2016). Walktrap yielded a two-community 
solution, thus conflicting with the spinglass results. Walktrap, with and without 
bootstrapping, suggested two communities. The first community contained 
nodes (items) #1 to #5, and the second community included nodes (items) #6 
to #11 and as such, these communities reflected the two-factor solution of the 
IUS-11. Both communities had satisfactory stability (.94 and .68, respectively). 
Additionally, the average stability of nodes was also satisfactory with stability 
values of .99 and .87. Considering that detected communities were stable and 
consistent with what we know so far about the structure of the IUS-11, as well 
as that this solution with two communities was not substantially different from 
three communities found by spinglass, we decided to accept the solution with 
two communities as the best one. This decision was also supported by TEFI, 
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which was lower for the walktrap two-community solution (TEFI = -6.28) than 
for the spinglass three-community solution (TEFI = -4.68).  

Discussion 

The present study aimed to explore the structure of IU from the network 
approach, relying to a fair extent on the study conducted by Bottesi and 
colleagues (2020). As opposed to the study conducted by the Italian 
researchers, we used the Serbian IUS-11 as a measure of IU, and we used the 
sample as a whole to test the network structure of IU. Our decision not to divide 
our sample into subsamples of undergraduates and participants from the 
community was based on the findings from the original study. Namely, the 
Italian authors did not find differences in the network structure of IU when they 
compared undergraduate students with other community members (Bottesi et 
al., 2020).  

According to the strength indices, nodes (items) #1, #7, and #11 
appeared as the most central in the network. The first one was related to 
reduced quality of life due to experiencing uncertainty, the second resembled 
emotional reactions to uncertainty (feeling upset), and the third resembled 
avoidance as a strategy for dealing with the unpleasantness that uncertainty 
brings. However, the difference test for node strength revealed that these three 
nodes did not differ in strength from nodes #3 and #4 which capture inhibition 
under uncertain circumstances. This potentially tells us that the four aspects of 
the construct (behavior, emotion, and beliefs related to uncertainty as well as 
overgeneralized implications of experienced uncertainty) are interconnected 
and possibly equally relevant. The lack of one node that is unequivocally central 
implies that the activation of the entire network could start from any of these. 
These findings suggest that different aspects of IU might be important for 
understanding the development of IU in a non-clinical sample. They also imply 
that maladaptive responses to uncertainty may have different forms and may 
appear in different aspects of human functioning, which could be of particular 
importance if we are interested in those with heightened levels of this trait (i.e., 
the vulnerable ones). This can also be understood from the Cognitive-behavioral 
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theoretical perspective (i.e., Beck, 1976; Ellis, 2004). According to this theory, 
holding negative (irrational) beliefs about uncertainty (such as “I must get away 
from all uncertain situations”) may trigger both negative emotions (i.e., 
unpleasantness, frustration) and behavioral responses (i.e., inhibition) when 
faced with uncertainty. Alternatively, those who associate aversive emotional 
reactions to uncertainty might use different behavioral strategies, such as 
avoidance, to cope with these emotions.  

Items that we detected as the most central were different from those 
found to be central in Bottesi et al.’s study (2020). While the item ‘’I can’t stand 
being taken by surprise’’ was one of the two most central items in both of their 
samples, this item appeared as one of the least strong in our sample. In addition, 
another central item that the Italians found (I should be able to organize 
everything in advance) is not included in the Serbian IUS-11 scale. While it seems 
that the most central items from Bottesi et al.’s study reflect the desire for 
predictability, the content of central items in our study describes the essential 
parts of IU – that the uncertainty is upsetting, intolerable, inhibiting, and thus 
should be avoided, which corresponds to a description of IU provided by 
Freeston et al. (1994).  

Community analysis, performed by using a spinglass, walktrap, and 
bootstrapping version of the community detection algorithms suggested that 
the network was best described via two communities. These two communities 
were comparable with the two-factor structure of the IUS-11 (Mihić et al., 2014), 
and were thus labeled as Inhibitory anxiety and Prospective anxiety. Central 
items from our study and results of the community detection can be linked to 
the conclusion from Birrell and colleagues’ study (2011). Precisely, after 
comparing different factor analytical studies that explored the structure of the 
IUS, they noticed that two factors that were related to “unacceptability and 
avoidance of uncertainty, and uncertainty leading to the inability to act” (Birrell 
et al., 2011, p. 1204) were stable and consistent across the studies even when the 
total number of extracted factors differed. To conclude, it seems that no matter 
whether we are using the factor analytical approach or the network approach 
to investigate the structure of IU, mostly the same defining characteristics 
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emerge. Our findings are somehow comparable to those detected by Bottesi et 
al.’s study (2020) given that the community they labeled as Behavioral reactions 
to uncertainty contained all items from the Inhibitory anxiety factor of the IUS-
R. It is interesting that, on the one hand, item #11 (I must get away from all 
uncertain situations) is a part of Prospective anxiety community in this study, as 
well as part of the factor with the same name in the factor analytical studies of 
IUS-11 (Mihić et al., 2014) and IUS-12 (Carleton et al., 2007), and on the other hand, 
part of the Inhibitory anxiety factor of the IUS-R (Bottesi et al., 2019) and part of 
the community that replicates this factor (Bottesi et al., 2020). 

At the same time, items from the Prospective anxiety subscale formed 
two communities in an Italian study, and one community in our study. This 
difficulty in replicating the Prospective anxiety community (or dimension, if we 
think of factor analytic studies) is not new. Commenting on the differences 
between factor solutions of the IU scales, Bottesi and colleagues (2019) 
suggested that perhaps the problem with the Prospective anxiety subscale 
comes from the fact that it contains items that tap two different components 
of IU (emotional reactions to uncertainty and desire for predictability) that 
should be treated independently. This is reflected in their communities labeled 
as Emotional reactions to uncertainty and Negative beliefs about uncertainty. 
Overall, the detected differences between the studies do not seem to be 
substantial and do not impede the understanding of the internal structure of IU 
but possibly are a consequence of cultural and language specifics of translated 
instruments. Some differences between the structure of communities detected 
in our study versus an Italian study might be a consequence of differences in 
versions of IUS that were used (e.g., three items from the Prospective anxiety of 
the IUS-R are not part of the IUS-11).1  

 
1 We noticed that the algorithm for estimating communities has changed and it 

produces different results than its previous versions (the latest version of the algorithm 
gave us a different number of communities compared to the results that we initially 
obtained with an older version of the algorithm). We believe it is important to 
emphasize this because changes in the algorithm limit the direct comparison of our 
findings with the findings of the Italian authors. 
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We should also comment on the solution with three communities that 
emerged when spinglass was used. This solution was not substantially different 
from the two community solution given that the Prospective anxiety 
community was entirely replicated, while two items (#1 and #2) from the 
Inhibitory anxiety community formed a separate community representing 
reduced quality of life due to uncertainty. Identifying the decreased quality of 
life due to uncertainty as a separate community implies that cognitive, 
emotional, and behavioral reactions to uncertainty are somewhat distinct from 
the general impression that uncertainty negatively impacts one's quality of life. 
Knowing that uncertainty is an inevitable part of our everyday functioning and 
cannot ever be fully avoided, it does not surprise that holding irrational beliefs 
about uncertainty and attempting to reduce it or avoid it entirely could 
negatively impact one’s perception of the overall quality of life. Also, it could be 
that these two items formed a separate community because this particular 
aspect of IU potentially differentiates those whose overall psychosocial 
functioning is affected by IU, from those who manage to adapt to uncertainty 
better. It is possible that it was difficult to replicate this community because 
only two items are related to an overall functionality within the IUS-11. If we take 
into account the importance of the functionality of an individual in the context 
of clinical assessment, adding more items related to the impact of uncertainty 
on people’s lives in a broader sense is worth considering. At the same time, a 
lack of a separate reduced quality of life community in the Italian study is 
unsurprising as the Italian IUS-R contains only one item related to the perceived 
effect of uncertainty on the quality of life. Specifically, IUS-R includes only item 
#2 but not item #1 of IUS-11, and a single item cannot form a community. 

Limitations and Recommendations for Future Research 

Based on our findings, it seems that all aspects of IU should be 
considered if we truly want to understand the conceptual nature of this 
construct and the risk that IU imposes on those highly intolerant to uncertainty. 
Moreover, it would be of great importance to investigate whether focusing 
interventions on one of the central nodes from one community would trigger 
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the cascade of changes across the entire network (Bottesi et al., 2020; van Bork 
et al., 2021) or it would be necessary to target simultaneously all processes 
(emotions, beliefs, and behavior; which is more in line with Hayes at al.’s [2015] 
notion). It should be noted that, although a network such as the one estimated 
for this paper can provide insights into the possible causal relations between 
different elements of IU (i.e., every edge suggests a possible causal link), the 
limitation of the present study is that it relied on cross-sectional data, thus 
limiting our ability to draw conclusions about the direction of causal relations. 
To obtain such information, thereby obtaining insight into possible 
developmental pathways of IU, directed networks are needed (Borsboom & 
Cramer, 2013). Moreover, some authors disagree that centrality measures can be 
used as a proxy for treatment targets (Dablander & Hinne, 2019), especially when 
it is debatable whether there is causal influence among different indicators in 
real life. Thus, interventions tailored to the results of network analysis should be 
empirically evaluated further.  

The predictability analysis revealed that over 40% of the variance of the 
IUS-11 network could not be explained by the interrelationships between the 
items. Therefore, future studies should aim to include other trait constructs with 
a status of vulnerability factors and contextual factors that could possibly 
explain additional variance of IU. In addition, it would be interesting to test 
whether different exogenous factors explain different components (i.e., 
communities) of IU. Next, future studies should aim to use a longitudinal design 
to test directed networks of IU (in both vulnerable and non-vulnerable 
individuals) in the presence of stressful events and/or in situations when people 
are facing uncertainty related to important life events. Finally, this research field 
could benefit from a comparison of the network structure of IU and its dynamic 
between men and women, as well as between individuals from the community 
sample who are low on trait IU to those who are high on IU but currently without 
any diagnosis, and those with ongoing psychopathology.  

Other limitations of our study are related to the sampling procedure and 
sample structure and should be kept in mind when extrapolating findings to the 
general population. First, considering that the data were collected online via 
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social media networks (e.g., Facebook and Instagram), the pool of potential 
study participants was restricted to users of these networks. Next, more than 
half of the sample was composed of participants with higher education and 
such sample structure does not adequately represent the general population in 
Serbia, and neither does the predominance of women in the sample. Also, 
participants in our study were on average younger than the general population 
in Serbia. The fact that the data were collected in the context of the COVID-19 
pandemic should not be ignored. Although IUS-11 measures IU as a general 
tendency, it is likely that the pandemic-related uncertainties altered scale scores 
for some participants. However, despite these limitations, our results are 
consistent with research findings from earlier studies that offered us insights 
into the structure of the IU from the factor analytic perspective, thus they seem 
to be credible. 
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Supplementary materials 

Supplement A 

Table 1 

Means, standard deviations, skewness and kurtosis values of the IUS-11 items 
 M SD Skewness Kurtosis 

Item 1 2.77 1.28 .211 -1.019 

Item 2 3.04 1.40 .029 -1.281 

Item 3 2.14 1.23 .847 -.344 

Item 4 2.57 1.36 .556 -.877 

Item 5 2.12 1.16 .880 -.083 

Item 6 2.33 1.29 .673 -.670 

Item 7 2.66 1.27 .402 -.902 

Item 8 3.03 1.31 .024 -1.166 

Item 9 2.97 1.28 .070 -1.076 

Item 10 2.34 1.25 .661 -.562 

Item 11 2.31 1.23 .669 -.534 
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Supplement B 

Table 1 

Predictability Indices (R2) 
 R2 

IUS1 .626 

IUS2 .534 

IUS3 .661 

IUS4 .676 

IUS5 .527 

IUS6 .625 

IUS7 .665 

IUS8 .527 

IUS9 .480 

IUS10 .527 

IUS11 .617 
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Supplement C 

 
Figure 1 

Nonparametric 95% Bootstrapped Confidence Intervals of the Estimated Edges 

 
 
 
    
 

 

 



 

 
 

 

 

 


